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• Linguistics background
• Research (mostly) on NLP (Natural Language 
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• Language use on the Web, large-scale Web datasets 

as language resources

Self introduction



TurkuNLP

• Research group in digital linguistics & NLP
• Founded 2001, now ~30 members

• NLP for Finnish
• LLM & data development
• Digital humanities, discourse analysis

Group introduction



Machine learning applied to text



Models learn from data

Machine learning

Example 
documents with 

analyses 
ProgramML model



Machine learning

Example 
documents with 

analyses 
ProgramML algorithm

Such as
Speech + transcriptions
Text + translations
Sentiment

- Positive, negative, neutral
Named entities 

- Locations, persons, organizations, etc.



ML applications 



Machine learning promoted to AI?







AI to replace human coders!
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AI to replace human coders!



AI to replace human coders!

Jos katson parlamentin hevosenkengän vasenta 
puolta, minua vastapäätä, ongelmana on se, 
että minulla ei ole sielläkään parempia 
uutisia tässä suhteessa.

Sadness



- Analyses provided by LLMs higher quality than those by humans

AI to replace human coders!



1968–1970: Large-scale refugee interviews

Tracing Karelians’ social networks*

*Ongoing work by Laato, Kanerva, 
Loehr, Lumma, Ginter



Interest: hobbies and 
organizations
End goal: create an index 
for social activity



Feed the whole thing 
through an LLM
… and 
test and evaluate!

The 2025 approach





But… 
• No prompt engineering
• Default parameters
• Evaluated against humans 

who were given more 
information (access to texts)



Ethical issues



Ethical issues

Need for fully open models!





Unprecedented possibilities
… but also risks
Just as any other technology, AI needs to be used properly to be useful!
And we need fully open, high-quality models!

Conclusions



Thank you!


