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Everybody’s  
cheating  
using AI…

“





Processing large-scale data, generating 
predictions and models, optimising 
processes, accelerating discoveries,  
boosting productivity, … 

Potential to push back scientific boundaries. 

(European Commission, 2023) 



… a set of competencies that enables individuals to critically 
evaluate AI technologies; communicate and collaborate effectively 
with AI; and use AI as a tool online, at home, and in the workplace. 

“
(Long & Magerko, 2020) 



Recital 20: AI literacy should equip providers, deployers and affected 
persons with the necessary notions to make informed decisions 
regarding AI systems. Those notions may vary with regard to the 
relevant context and can include  
- understanding the correct application of technical elements 

during the AI system’s development phase, 
- the measures to be applied during its use,  
- the suitable ways in which to interpret the AI system’s output, and,  
- in the case of affected persons, the knowledge necessary to 

understand how decisions taken with the assistance of AI will have 
an impact on them.

EU AI Act







AI literacy in research?

Using



UnderstandingUsing

AI literacy in research?



Using 
- learning with

How can AI support us  
as researchers?



What do we need to  
know about AI? 

Understanding 
- learning about



Conceptual understanding 
and knowledge

Technical understanding: Basic 
knowledge of how AI works.

Systems thinking: Viewing AI as 
part of interconnected systems and 
processes.

Human-machine interaction: 
Understanding how AI interacts 
with humans and the implications 
of these interactions. 
 
 

Ethical and societal 
considerations

Responsible use: Ensuring AI is 
used safely and ethically.

Societal impact: Understanding 
the effects of AI on society, 
including jobs, equity, and 
social systems.

Critical thinking and 
reflection

Critical perspectives: Evaluating 
AI critically, questioning its 
capabilities, limitations, and 
consequences.

Mindful use: Being aware of how 
AI is used and its potential biases 
or unintended outcomes.

Reflection: Engaging in reflective 
practices when using AI to ensure 
thoughtful and informed use.

Design and development

Specification: Identifying problems that can be 
solved using AI and specifying a solution to 
meet specific goals.

Design: Planning and designing AI solutions.

Refinement: Iterating and improving existing AI 
solutions to better meet own needs.

Development: Building or implementing AI 
systems in practice.

Practices: Concrete practices for designing and 
developing AI solutions, incl. programming, 
laboratory work, prototyping, collaborative 
problem-solving and interdisciplinary 
communication.

Mannila, Hallström, Nordlöf, Heintz, Sperling, Stenliden (2025). Framing AI literacy for K-12 Education: Insights from Multi-Perspective 
and International Stakeholders. In Proceedings of the 27th Australasian Computing Education Conference, ACE, Brisbane, Feb. 2025. 



Why?
When?
How?



Dell’Acqua et. al (2023). Navigating the Jagged Technological Frontier: Field Experimental Evidence of the Effects of 
AI on Knowledge Worker Productivity and Quality.  https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4573321

Average level

+ 43 %

+ 17 %

- 19 %



CHI 2025





(Furze, L. The AI Assessment Scale)

0% AI 100% AI

Level 1 Level 2 Level 3 Level 4 Level 5

No AI Ideas,  
structure

AI + human  
evaluation

Editing Full AI



Wiley survey - how are researchers using AI?



Why not?
When not?
How not?



All new technologies have raised 
new learning requirements



elementsofai.com
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