
AI and the disinformation 

landscape

Carl-Gustav Lindén

Professor, University of Bergen

carl-gustav.linden@uib.no

UNIVERSITETET I BERGEN

AI in Research: Possibilities and Challenges

The Finnish Society of Sciences and Letters, 13.02.2025







UNIVERSITY OF BERGEN





University of Bergen

● Most cited university in Norway

● 18.500 students, 4.000 staff 

members

● Load of WP3: Technology and 

innovation

Faktisk.no

● Est. 2017

● Owned by the six largest 

Norwegian media companies

● Listed among the six most 

important media collaborations in 

the world

Factiverse

● Est. 2019

● Research-based AI with focus on 

explainability and trust

● Partner for fact-checkers in more 

than 10 countries

● 5.000+ freemium users since 

launch Q2 23

Källkritikbyrån

● Est. 2019

● Est. by the three founders of its 

predecessor Viralgranskaren at the 

free newspaper Metro

● Instituted Källkritikens dag

Faktabaari

● Est. 2014

● Registered by non-profit 

organisation

● Extensive national and internal 

fact-based information circulation 

and fact-checks

Linnaeus University

● Est. 2010

● Faktajouren

● 2,200 employees

● +40,000 students

TjekDet

● Est. 2016

● Owned by non-profit organisation

● More than 1.000 fact-checks

● More than 400 editorial articles on 

topics related to information 

disorder



What is Generative AI?

Ethical problems

Should we be concerned?

The problem with AI disinformation

The disinformation dilemma

Technology is not enough

Who is responsible?

How big are risks in Finland?
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What is Generative AI?

• The Guardian: ”a broad label describing any type

of artificial intelligence that uses unsupervised

learning algorithms to create new digital text, 

images, video, audio, or code.”

• Swedish Radio: ”chatbots that can create new

content (e.g. text, images, sound, video and 

code) based on user instructions”
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“Our mission is to ensure that artificial 

general intelligence—AI systems that are 

generally smarter than humans—benefits all 

of humanity.”

Products: ChatGPT, Dall-e, Whisper, Sora



Ethical problems

• ‘AI models can produce entirely false images and articles. 

They also replicate the existing societal perspectives, 

including historic biases’ (the Financial Times)

• ‘With computer-generated content, it is complex to 

guarantee the reliability of facts presented as true’ (ANP)

• ‘We should be aware that bias/prejudice may be inherent 

in the models, and editorial/legal considerations may be 

needed regarding objectivity and impartiality’ (SVT)
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Should we be concerned?

• Previously, disinformation was created by humans

• Generative AI can become a new effective tool for ”synthetic” 
propaganda

• Hyper-realistic deepfakes

• Personalised propaganda

• Real-time propaganda bots

• Perfect tools for trolls

• Social media does not carry responsibility for political lies

• Will Open AI monitor ChatGPT and propaganda?
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Information disorder

• Disinformation: false information deliberately and often 
covertly spread

• Misinformation: incorrect or misleading information

• Fake news: news articles that are intentionally and

• verifiably false and could mislead readers

• Malinformation: hate speech, leaks, harassment

• Propaganda: the spreading of ideas, information, or rumor 
for the purpose of helping or injuring an institution, a cause, 
or a person
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What experience connected four

billion people last year? 

• United States

• EU member states

• Russia

• Great Britain

• India

• Indonesia

• Mexico

• Taiwan
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Social media 

algorithms + users 

+ influencers + 

bots
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Little trace of AI in Europe

• In the weeks before the vote, the amount of fact-checked 
disinformation containing AI-generated content detected by 
EDMO remained constant, at around 4% of the overall 
amount of fact-checked disinformation 

• With limited exceptions, highly-manipulative deepfakes’ 
were not prominent during the European elections. Instead, 
AI was used to produce ‘shallowfakes’, combining out of 
context captions with the image of politicians or events, and 
‘cheapfakes’, with rather obvious manipulation of video and 
image.
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Reasons for sigh of relief

• Action from policy makers and tech companies

• Campaigning industry norms and ethics

• Swinging an  election with AI disinformaton might be 

difficult

• GenAI technology not ripe for elections

(Carr & Köhler, 2024)
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Western centric view 

• 𝗜𝗺𝗽𝗮𝗰𝘁 𝗼𝗳 𝗔𝗜 𝗶𝗻 𝟮𝟬𝟮𝟰 𝗲𝗹𝗲𝗰𝘁𝗶𝗼𝗻𝘀 𝗵𝗮𝘀
𝗯𝗲𝗲𝗻 𝗱𝗼𝘄𝗻𝗽𝗹𝗮𝘆𝗲𝗱

• 𝗗𝗲𝘁𝗲𝗰𝘁𝗶𝗼𝗻 𝘁𝗼𝗼𝗹𝘀 𝗵𝗮𝘃𝗲 𝗮 𝗴𝗹𝗼𝗯𝗮𝗹
𝗲𝗾𝘂𝗶𝘁𝘆 𝗮𝗻𝗱 𝗲𝗳𝗳𝗲𝗰𝘁𝗶𝘃𝗲𝗻𝗲𝘀𝘀 𝗴𝗮𝗽

• 𝗨𝗿𝗴𝗲𝗻𝘁 𝗻𝗲𝗲𝗱 𝗳𝗼𝗿 𝗽𝘂𝗯𝗹𝗶𝗰 𝗶𝗻𝘁𝗲𝗿𝗲𝘀𝘁 𝗔𝗜
𝗶𝗻𝘃𝗲𝘀𝘁𝗺𝗲𝗻𝘁 𝗶𝗻 𝗳𝗿𝗼𝗻𝘁𝗹𝗶𝗻𝗲 𝗶𝗻𝗳𝗼𝗿𝗺𝗮𝘁𝗶𝗼𝗻
𝗮𝗰𝘁𝗼𝗿𝘀
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Fact-checking process in four steps
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Tools are coming but...

• Gap between emerging technology and fact-checkers

• How to deal with massive flood of automatically generated

video, images, text in real-time across platforms?

• Who will get access to these tools?

• Will they be useful in fact-checking workflows?

• Paired with capacity-building in media forensics

UNIVERSITETET I BERGEN



«Disinformation needs a 

broader approach than 

technical solutions alone»
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Who is responsible?

Those creating the infrastructure for synthetic media

➢ Large scale/foundation model creators

Those creating tools for synthetic media

➢ User facing tools

Those creating synthetic media

➢ Hobbyists, institutions and organisations

Those publishing and distributing synthetic media

➢ News media, platforms

(Sam Gregory, Witness)
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News media´s response to Gen AI

(1) Do not to publish texts or images except in specific or 
exceptional circumstances, for instance, to show how an AI 
system works (De Volkskrant, The Guardian, Wired);

(2) Publish synthetic images only for illustrative purpose, with the 
mention of the prompt used (Heidi.news);

(3) Only to explore the use of AI-augmented visuals (Financial 
Times);

(4) Do not publish generated images ‘in the style of’ to preserve
the singularity of human creators (Uzbek & Rica);

(5) Do not publish AI-generated visual material that can distort or 
confuse real images (Aftonbladet, Dagbladet, Dagens Næringsliv, 
VG, AP).
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Lack of moderation on X (Twitter)
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The Disinformation dilemma
• Important to acknowledge that we have limited insight into 

the true extent of disinformation in the Nordic countries. 

Measuring disinformation is an overall problem.

• In Sweden and Finland, funding for fact-checking and 

independent efforts against disinformation is limited and on 

a small scale, making systematic assessment challenging.

• Lack of access to data from major online platforms where 

disinformation spreads, hindering our ability to measure the 

true extent of the problem.

(Morten L. Dahlback, Faktisk

https://nordmedianetwork.org/latest/news/five-questions-and-answers-on-

information-disorder-in-the-nordics/)



Finnish problems
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How big are risks in the Finland?

• Media and AI literacy education has a key role

• Few signs that propaganda has an impact on the population 

majority

• Will a deepfake change your choice of candidate?

• Minorities are more vulnerable

But:

• Should synthetic pictures, video, audio and texts in political

communication be regulated? Prompts made public?
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The biggest problem is not that we 

will be fooled by AI

The biggest problem is that we will

not believe in anything
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